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Agenda

o Non terrestrial Network at a glance.

o NB-IoT standard: PHY and MAC layers.

o NB-IoT via NTN.



Objective of the tutorial

o The objective of the tutorial is to illustrate the main elements to allow the NB-IoT
integration over NTN shedding light on the 3GPP standardization process and on the
current State of the Art of techniques related to this topic.



o Non terrestrial Network at a glance:
– NTN architecture
– Communication satellites:

§ Orbits
§ Payload
§ Coverage

– NTN and 3GPP
– NTN impairments:

§ Delay
§ Differential delay
§ Doppler shift
§ Differential Doppler shift
§ Doppler spread



NTN architecture

o Non-terrestrial segment
• A communication system 

encompassing flying communication 
elements

o The flying communication elements can be
• Air-borne platforms
• Space-borne platforms



Satellite communications systems

SPACE SEGMENT

CONTROL SEGMENT

GROUND SEGMENT

ISL

User linkFeeder link

o Space segment
• 1+ communication satellites organised 

in a constellation

o Control segment
• Network Control Center
• Satellite Control Center

o Ground segment
• Gateways
• User Terminals



Communication satellites

o Satellite
• A flying object orbiting the Earth 

according to the Keplerian Laws. 

o Communication satellite: 
• A satellite carrying 

telecommunications elements. 

Source: NASA, https://www.nasa.gov/centers/glenn/about/fs13grc.html

Source: https://www.helioseducore.com/keplers-laws-of-planetary-motion/



Satellite orbits

o Geo-Synchronous Orbit (GSO)
– Period equal to one sidereal day: the 

satellite appears in the same fixed 
point at the same time of the day

– Geostationary Earth Orbit (GEO): GSO on 
the equatorial plane
§ The satellite appears as a fixed 

point in the sky
§ altitude ~36000 km

o Non-GSO (NGSO)
– Medium Earth Orbit (MEO)

§ 2000-36000 km, typically around 
20000 km

– Low Earth Orbit (LEO)
§ 600-1200 km

– vLEO
§ <500 km

Source: S. Plass et al., “Current Situation and Future Innovations in Arctic Communications,”
IEEE VTC Fall 2015, Sep. 2015



Satellite orbits

o GSO vs NGSO: latency

8

GSO vs. NGSO II

Low latency
This aspect is critical for: i) interactive services (e.g., gaming); ii) integration
with terrestrial networks; and iii) some professional applications (e.g.,
banking).

Alessandro Guidotti | Constellations: an overview
Latency



Satellite orbits

o Field of view
o Earth-satellite geometry

• Max. slant range 𝐷
• Max. Earth central angle 𝜆!
• Angular FoV 𝜌

o At the target location
• Elevation angle 𝜀
• Slant range 𝑑
• Nadir angle 𝜂
• Earth central angle 𝜆

𝜌 = arcsin
𝑅!

𝑅! + ℎ"#$

𝜌 = arcsin
𝑅!

𝑅! + ℎ"#$
cos 𝜀%&'

min. elevation angle 
requirement

Source: C. Hall, “Spacecraft Dynamics and Control,” chapter 2 on “Mission Analysis.”
Available at: http://www.dept.aoe.vt.edu/~cdhall/courses/aoe4140/missa.pdf



Satellite orbits

o Field of view

GEO LEO



Main satellite components

o A communication satellite consists of
• a platform: the subsystem permitting the satellite to operate
• a payload: antennas and Tx/Rx equipment

Source: European Space Agency, ERS-1 payload. Available at: https://earth.esa.int/eogateway/missions/ers/description



Payload

o Transparent vs Regenerative

o Transparent Tx/Rx
• frequency conversion and 

amplification

o Regenerative Tx/Rx
• radio frequency filtering, 
• frequency conversion and 

amplification 
• coding/modulation and 

demodulation/decoding, 
• switch and/or routing, 

o This is equivalent to have all or part of the 
gNB protocol stack on the NTN platform. 

Transparent

Regenerative

Source: G. Maral, M. Bousquet, “Satellite Communication Systems,” 5th ed., Wiley, 2009



Antenna

o Single-beam
• Tradeoff between coverage 

extension and overall link quality 
(lower antenna gains)

o Multi-beam
• The link performance improves 

with the number of beams, also 
allowing frequency reuse 

• Complexity (mass, on-board 
connectivity)

• Interference management



Frequency reuse

o Frequency reuse scheme: combination of polarisation and frequency band
o Each beam is associated to a “colour”

4-colours 3-colours 7-colours

Dual polarisation

Single polarisation



Coverage

o A single satellite covers a (small) portion 
of the Earth for a (short) period of time 

o To ensure global coverage, or 
connectivity with a sufficient periodicity, 
constellations are typically needed



Constellations

o A number of satellites, of a similar type
and function, designed to be in
complementary orbits for a shared
purpose, and under a shared control.



3GPP NTN scenario

o Preliminary macro-scenarios identified in TR 38.821

o The targeted macro-scenarios are
• GEO with transparent payload (A)
• LEO with transparent payload and fixed/moving beams (C1/C2)
• LEO with regenerative payload and fixed/moving beams (D1/D2)

o All of the above scenarios can be implemented by means of
• Direct access (with/without functional split for regenerative payloads)
• Relay Nodes (RNs) or Integrated Access Backhaul (IAB) Nodes

NTN Scenarios and Architectures – A. Vanelli-Coralli, A. Guidotti

`
Reference Scenarios: Classification

In TR 38.821, six reference scenarios are proposed

w/o ISL w/ ISL

Source: 3GPP TR 38.821



Transparent payload: reference architecture

o Direct Access

o RN/IAB access

UT

Transparent satellite

NTN
GW

gNB NGC

NR-Uu

NR-Uu

NR-Uu NG N6
Data network(s)

NG-RAN

UE

Transparent satellite

NTN
GW

DgNB
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DIAB

NGC

NR-Uu NR-Uu

NR-Uu NG N6
Data network(s)
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3GPP 

3GPP TR 38.821 V16.0.0 (2019-12) 20 Release 16 

5.1.2 Detailed description of the architecture 
The architecture of a transparent-satellite based NG-RAN is depicted in the following figure. The mapping to QoS 
flows is also highlighted. 

 

Figure 5.1-2: Transparent-satellite based NG-RAN with mapping to QoS flows 

 

UE has access to the 5G system via a 3GPP NR based radio interface. 

The user plane protocol stack is described hereafter. 

 

 

Figure 5.1-3: User plane Protocol stack (Transparent satellite) 
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Regenerative payload: reference architecture w/o functional split

o Direct Access

o RN/IAB access

UT

Regenerative satellite

NTN
GW NGC

NR-Uu

NG over SRI

NG N6
Data network(s)

NG-RAN

gNB

UT
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3GPP 

3GPP TR 38.821 V16.0.0 (2019-12) 24 Release 16 

 
Figure 5.2.1-4: NG-RAN protocol architecture for regenerative satellite (gNB on board): User Plane 

 

The Protocol stack of the Satellite Radio Interface (SRI) is used to transport the UE user plane between satellite and 
NTN-Gateway. 

The User PDUs are transported over GTP-U tunnels, as usual, between the 5GC and the on-board gNB, but via the 
NTN Gateway. 

 

The UE control plane protocol stack for a PDU session is described hereafter. 

 

Figure 5.2.1-5: NG-RAN protocol architecture for regenerative satellite (gNB on board): Control Plane 

The NG-AP is transported over SCTP, between the 5GC and the on board gNB, as usual, but via the NTN Gateway. 

The NAS protocol is also transported by the NG-AP protocol, between the 5GC and the on board gNB, via the NTN 
Gateway. 

5.2.1.3 NG-RAN impacts 
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Regenerative payload: reference architecture w/ functional split

o Direct Access

UT

Regenerative satellite

NTN
GW NGC

NR-Uu

F1 over SRI

N6

NG-RAN

gNB-DU

gNB-CU
F1 NG

 

3GPP 

3GPP TR 38.821 V16.0.0 (2019-12) 26 Release 16 

 

Figure 5.2.2-2: Regenerative satellite based NG-RAN architecture (gNB-DU on board) with QoS flows 

 

The UE user plane protocol stack for a PDU session is described hereafter. 

 
Figure 5.2.2-3: NG-RAN protocol architecture for regenerative satellite (gNB-DU on board): User 

Plane 

 

The Protocol stack of the Satellite Radio Interface (SRI) is used to transport the UE user plane between satellite and 
NTN-Gateway. 

The User PDUs are transported over GTP-U tunnels between the 5GC and the gNB-CU. 

The User PDUs are transported over GTP-U tunnels between the gNB-CU and the on board gNB-DU via the NTN 
Gateway. 
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–NTN impairments:
§Delay
§Differential delay
§Doppler shift
§Differential Doppler shift
§Doppler spread



Delay

o Different types of delay are involved in SatCom. The propagation delay, directly
related to the slant range, is the predominant one and its value is much larger
than those of terrestrial networks.

o Larger the footprint | Higher the orbit | Smaller the elevation angle ⇒ Larger the
RTT

o This could result in bottlenecks with harmful impacts on the protocols and
procedures of the system, subject to the kind of air interface implemented:

• the propagation delay along the user link
• the propagation delay along the feeder link
• the propagation delay along the ISL (if present)

<latexit sha1_base64="i/95vWlOl96H9FxDhu7RuM/lK9E=">AAACUnicbVJJSwMxFE7rXreqRy/BIihqmRFFL4LoQW9uUyt0yvAmzdhgZiF5I5ZhfqMgXvwhXjyombbg+iDwLe+R5Ev8RAqNlvVSKo+Mjo1PTE5Vpmdm5+arC4vXOk4V4w0Wy1jd+KC5FBFvoEDJbxLFIfQlb/p3x4XfvOdKizhysJfwdgi3kQgEAzSSVxWXjkNdSBIVP9Bt6m5Sx8vOmjk9GDA3UMCyjpc1nK0rwHzNxS5HKHi+TjeocYzct77YydVXn8HrecbyiletWXWrX/QvsIegRoZ17lWf3E7M0pBHyCRo3bKtBNsZKBRM8rzipponwO7glrcMjCDkup31I8npqlE6NIiVWRHSvvp9IoNQ617om84QsKt/e4X4n9dKMdhvZyJKUuQRG2wUpJJiTIt8aUcozlD2DACmhDkrZV0wIaJ5hSIE+/eV/4Lr7bq9W7cudmqHR8M4JskyWSFrxCZ75JCcknPSIIw8klfyTj5Kz6W3svklg9ZyaTizRH5UeeYT3qSw+w==</latexit>

RTT ⇡ 2TOW = 2
dUT�Sat(✓UT ) + dSat�Sat + dSat�GS(✓GS)

c

𝜀() 𝜀*+
GW



Delay



Differential Delay

o Differential delay  is the difference among the propagation delay experienced 
by two different UTs in the access area of the same satellite, i.e., in the same 
beam in the case of multi- beam scenario. 

o In general, for two or more UTs in the same beam, it is possible to split their one-
way propagation delay, into two distinct components: 

𝑇"# = Δ𝜏 + 𝑇$%& = Δ𝜏 + (𝑇'()* + 𝑇+(, + 𝑇-)).)



Differential Delay

o Δ𝜏 represents the difference in propagation delay of a UT with respect to a 
reference one in same coverage, i.e., the UT experiencing the minimum delay. 

o Referring to the generic UTs positions inside the beam coverage, the differential 
delay is: 

Δ𝜏 = 𝜏/ − 𝜏0

o With: 𝜏+ =
.!
$
= 𝑅1

("#$%&'("#
))4$%() 5! 4 678(5!)

$



Differential Delay



Differential Delay

o For a given NTN configuration (ℎ(9:, band), 𝑅'; is defined by the 𝜃<./ angle:

𝑅'; = sin(𝜃<./)

o A target elevation angle 𝜀: is defined for the beam center location



Differential Delay

o Assuming the beam center located on the u−axis, its coordinates are obtained
as:

6 𝑣/= = 𝑠𝑖𝑛𝜃 𝑠𝑖𝑛𝜑 = 0
𝑢/= = 𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜑 = 𝑠𝑖𝑛𝜃

o Where 𝜃 is the Nadir angle and 𝜑 = 0 since 𝑣/= = 0. From the former 
observations, we obtain:

𝑢/= = 𝑠𝑖𝑛𝜗 = cos 𝜀:
𝑅1

𝑅1 + ℎ(9:

o The beam center ensuring an elevation angle 𝜀: hs the following coordinates:
(cos(𝜀:)

>#
>#?@&'(

, 0)



Differential Delay

o By means of a geometrical observation, the locations at maximum and
minimum slant range are on the beam edge at:

𝑢&+A = 𝑢/= − 𝑅'; = cos 𝜀:
𝑅1

𝑅1 + ℎ(9:
− 𝑅';

𝑢&9B = 𝑢/= + 𝑅'; = cos 𝜀:
𝑅1

𝑅1 + ℎ(9:
+ 𝑅';

o With 𝑣&+A = 𝑣&9B = 0.



Differential Delay

o When the Sub−Satellite Point (SSP) is inside the beam coverage, the SSP is the 
minimum slant range location. Thus: 

𝑢&+A = 6𝑢/= − 𝑅';, 𝑢/=> 𝑅';
0, 𝑢/=≤ 𝑅';

o there might be scenarios in which the maximum slant range point is over the
field of view:

𝑢&9B =
𝑢/= + 𝑅';, (𝑢/=+𝑅';) ≤

𝑅1
𝑅1 + ℎ(9:

𝑅1
𝑅1 + ℎ(9:

, (𝑢/=+𝑅';) >
𝑅1

𝑅1 + ℎ(9:



Differential Delay

o The following information can be obtained for the minimum and maximum slant
range locations:
• Nadir angle:

𝜗+ = arcsin 𝑢+

• Elevation angle:

𝜀+ = arccos(𝑠𝑖𝑛𝜃+
𝑅1

𝑅1 + ℎ(9:
)

• Earth central angle:
𝜆+ =

𝜋
2
− 𝜀+ − 𝜃+

o With 𝑖 = 𝑚𝑖𝑛,𝑚𝑎𝑥



Differential Delay

o From the previous equations, the minimum and maximum slant ranges are given
by:

o Thus, the maximum differential delay is given by: 



Doppler shift

o The Doppler shift consists in the change in the carrier frequency due to the
relative motion between the satellite and the user terminal.

o When UTs mobility and LEO and VLEO satellite systems are considered, the
Doppler shift can introduce significant frequency shifts with respect to those
expected in terrestrial systems.

xE

yE

zE

xE

xs

xr

d(t)
<latexit sha1_base64="s5IizKndsR1IjU1Jk7JcWWNFybI=">AAACK3icbVDLSgMxFM3UV62vqks3wSLUTZkRRTdCqQouq9gHdMqQSe+0oZnJkGQKZej/uPFXXOjCB279D9PHQlsPBA7nnMvNPX7MmdK2/WFllpZXVtey67mNza3tnfzuXl2JRFKoUcGFbPpEAWcR1DTTHJqxBBL6HBp+/2rsNwYgFRPRgx7G0A5JN2IBo0QbyctXAu+66A6IhFgxbhR2jC9x4NluIAlNXRFCl3gK33s3LhVqLjpK6Sjn5Qt2yZ4ALxJnRgpohqqXf3E7giYhRJpyolTLsWPdTonUjHIY5dxEQUxon3ShZWhEQlDtdHLrCB8ZpYMDIc2LNJ6ovydSEio1DH2TDInuqXlvLP7ntRIdXLRTFsWJhohOFwUJx1rgcXG4wyRQzYeGECqZ+SumPWJK0qbecQnO/MmLpH5Scs5K9t1poVyZ1ZFFB+gQFZGDzlEZ3aIqqiGKHtEzekPv1pP1an1aX9NoxprN7KM/sL5/AM2tp3E=</latexit>

fD("i) = f0
!sRE cos("i)

c

approximated form as
a function of the
elevation angle



Doppler shift

o Type equation here.
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Differential Doppler shift

o The differential Doppler shift is the difference among the Doppler shift
experienced by two different UTs in the access are of the same satellite, i.e., in
the same beam in the case of multi−beam scenario.

o For two or more UTs in the same beam, it is possible to split their Doppler shift,
fC(t), previously defined, into two distinct components:



Differential Doppler shift

o By means of orbital and geometric considerations, it is known that the worst
case scenario arises when the beam major semi−axis lies on the satellite ground
track.

o For a terminal not located at the beam center, but located on the beam major
semi−axis, the same Doppler curve applies with an horizontal shift given by the
time instant at which that UT will see the satellite at ε = π/2 elevation.

o The differential Doppler between any two users is obtained by evaluating the
Doppler shift at the corresponding elevation angles and computing the
difference.

o The maximum variability is obtained when the UEs are at the two beam edges
on the beam major semi-axis.



Differential Doppler shift

o In order to define the maximum differential Doppler shift, the elevation angles at
the minimum and maximum Doppler shift locations must be computed:



Doppler rate

o The Doppler rate is the partial derivative with respect to the time of the Doppler
shift.

o The mathematical formulation for the Doppler rate is the following:
o Steeper Doppler shift curves bring to harsher Doppler rate effects
o Greater elevation angles cause more abrupt changes in Doppler shift à higher

Doppler rates.
o Being a variation of the frequency in time as the length of the packet increases,

it is necessary to take countermeasures for the Doppler rate.



o2.2  NB-IoT:
– NB-IoT overview

§ Operation modes
§ Transmission modes
§ Framing system

– PHY layer:
• Downlink signals
• Downlink channels
• Uplink signal
• Uplink channels

– MAC layer:
§ Random Access procedure
§ NPRACH scheduling
§ NPUSCH scheduling

– Guard time
– Early Data transmission



NB-IoT

o NB-IoT targets the low-cost, low complexit, 
massive mMTC scenario: 

• Low device cost/ low complexity.
• Extended coverage: 164 dB MCL, 20 dB 

better than GPRS
• Long battery life: > 10 years 
• Capacity: ~150k devices per cell.
• Uplink reports  < 10 [s]

https://www.kocpc.com.tw/arch
ives/174069



Operation modes

From: A Tutorial on NB-IoT Physical Layer Design 



Transmission modes

o Since R.13, NB-IoT supports Half Duplex Frequency Division Duplex (HD-FDD).

o Starting from R.15, Time Division Duplex (TDD) is supported.

DL 
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DL 180 
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180 
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Guard Time Guard Time
Time

Fr
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DL framing system

From: A Tutorial on NB-IoT Physical Layer Design 



UL framing system

SCS # sub-
carriers

Slot 
numbe
r

Resour
ce 
eleme
nts 
numbe
r

SC-
FDMA 
symbol 
numbe
r

RU 
duratio
n

3.75 
KHz

1 16 112 112 32

15 KHz

1 16 112 123 8
3 8 168 56 4
6 4 168 28 2
12 2 168 14 1

From: A Tutorial on NB-IoT Physical Layer Design 



Type Name Role

Downlink
Signals

NPSS Time and Freq. synch.
NSSS Cell ID
Narrowband Reference Signal (NRS) Channel estimation
NPRS Positioning estimation
Narrowband Wake Up Signal (NWUS) Paging signal to inform the

device to wake-up to receive
the data

Channels

NPBCH Transmission of MIB
NPDCCH Transmission of

control/scheduling
NPDSCH Transmission of data

Uplink
Signal DMRS Channel estimation

Channels NPUSCH Transmission of data/control
NPRACH Transmission of preambles

PHY Channels and signals 



o The basic unit is the single tone
frequency hopping symbol group
(SG).

𝑆𝐺 = 𝐶𝑃 + 𝑁 \ 𝑠𝑦𝑚𝑏𝑜𝑙𝑠
o Every symbol group is transmitted on

different sub-carriers, according to
the hopping rule.

o The total number of symbol groups
in a preamble repetition unit is
denoted by 𝑃. The number of time-
contiguous symbol groups is given
by 𝐺 = 𝑁234 % 𝑃

Preamble 
format

CP length P N Sequence 
length

SCS

0 66.7 𝜇𝑠 4 5 5
' 266.7 𝜇𝑠

3.75 𝐾𝐻𝑧

1 266.7 𝜇𝑠 4 5 5
' 266.7 𝜇𝑠

3.75 𝐾𝐻𝑧

2 800 𝜇𝑠 6 3 3 '
800 𝜇𝑠

1.25 𝐾𝐻𝑧

NPRACH



Generation of NPRACH 1/2 

1. Define 𝑛+A+: , i.e. the subcarrier selected randomly by the MAC layer from
0,1, … . , 𝑁($DE>0=F − 1 .

2. Compute 𝑛(:9*: = 𝑁%--():DE>0=F + 𝑛+A+:/𝑁($>0 ∗ 𝑁($>0.

3. Find the frequency location of the 𝑖:@ symbol group as 𝑛($>0 𝑖 = 𝑛(:9*: + d𝑛($>0. The
quantity d𝑛($>0 depends on the preamble format.



Generation of NPRACH 2/2

o For preamble format 0 and 1: 
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TX-RX NPRACH

o Reception of the NPRACH at the receiver:

Time

Fr
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TX-RX NPRACH

o The detection of the preambles is essential in order to allow the UT to access the 
network. 

o The preamble is a pure complex sine wave à no useful binary information are 
carried.

o The eNB estimates the frequency offset  Δ𝑓 and the delay Δ𝜏.
o This delay is due to the signal propagation time between the eNB and the UT. 

Δ𝜏 = G
=

o D = distance between eNB and UT 
o c = speed of the light. 



Timing Advance

o In order to make the UT temporally synchronized with the eNB, the latter sends to
the UT the estimated Δ𝜏 also known as Timing Advance (TA) Command.

o The eNB must identify the first sub-carrier where the preamble is sent, which
indicates the RAPID (Random Access Preamble Identifier)



NPUSCH 1/3

o The NPUSCH is dedicated to the transmission of data and control information 
from the UE side. 

o Two formats are defined: 
• format 1 for data 
• format 2 for control information (i.e., ACK/NACK). 

o In order to adapt the signal robustness to the severity of the propagation 
environment, different configurations for uplink transmissions are possible. 

Source: 5G LTE Narrowband Internet of Things (NB-IoT) 
Hossam Fattah



NPUSCH 2/3

o The basic unit is the Resource Unit (RU) 
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Source: 5G LTE Narrowband Internet of Things (NB-IoT) 
Hossam Fattah



o The following modulations are supported: 

NPUSCH 3/3

Format 𝑵𝒔𝒄 Modulation
1 1 BPSK, QPSK
1 >1 QPSK, 16-QAM
2 1 BPSK



–MAC layer:
§Random Access procedure
§NPRACH scheduling
§NPUSCH scheduling

–Guard time
–Early Data transmission



MAC layer

o In NB-IoT, the MAC layer performs several tasks: 
• scheduling of all channels and signals;
• Random access and contention resolution procedures;
• handling the time/frequency resource allocation (at the eNB side); 
• multiplexing/demultiplexing data blocks of higher/lower layers;
• mapping between logical channels and transport channels; 
• managing UTs priority (at the eNB side);



Random Access Procedure

o NB-IoT supports both Contention based and Contention Free Random Access

UT BS
Msg1 - preamble

Msg2 -RAR

Msg3 –Connection request

Msg4 –Contention 

Resolution
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Coverage enhancement zones

o The coverage zone of the eNB is divided into zones called “coverage
enhancement levels (CE levels)” à to address the different radio conditions.

o The CE levels are defined by the BS through power thresholds depending on the
requirements of the network.

o These thresholds are based on the values of the “reference signal received
power (RSRP)”.

o The value of the RSRP is computed in the NB-IoT UT devices by averaging the
received power over the NRS Resource Elements (Res) within the considered NB-
IoT bandwidth.

CE 0 ~ MCL 144 dB

CE 0 ~ MCL 154 dB

CE 0 ~ MCL 164 dB



Coverage enhancement zones

o CE Level Selection:
• two RSRP thresholds can be defined per cell.
• Every UT in the cell computes its RSRP level and then, depending on the

obtained value, selects the corresponding CE level according to the defined
RSRP thresholds.

• Each UT applies a different configuration for NPRACH transmissions
depending on its CE level.

• If the RSRP thresholds are not defined (i.e., not transmitted in SIB2-NB), there
will be only one CE level for all UEs and thus one configuration for NPRACH.

NPRACH configuration 2:
Coverage class 2

NPRACH configuration 1:
Coverage class 1

NPRACH configuration 0:
Coverage class 0

RSRP thresholds2 RSRP thresholds1



Coverage enhancement zones

o Random access parameters: For each CE level, the following parameters are 
provided: 
• NPRACH parameter List;
• RA Response window size;
• Mac-Contention Resolution Timer;
• RA – CFRA- Config.



NPRACH scheduling

Parameter Definition Value 

40,80,160,240,320,640,1280,2560 𝑚𝑠 This corresponds to the NPRACH 
period over which UEs can do 
random access. 

1,2,4,8,16,32,64,128 This corresponds the NPRACH 
preamble repetitions. 

0,12,24,36,2,18,34 This corresponds to the subcarrier 
offset within the 180kHz bandwidth. 

12,24,36,48 This corresponds to the number of 
subcarriers being used for random 
access. 

8,16,32,64,128,256,512,1024 𝑚𝑠 This corresponds to the time of the 
start of the NPRACH transmission 

𝑁!""_$!%&'()*+ {3,4,5,6,7,8,10} Maximum number of preamble 
transmission attempt for Coverage 
enhancement level

𝑁,-./01&'()*+

𝑁.-,&'()*+

𝑁0223-"&'()*+

𝑁34&'()*+

𝑁3"!."&'()*+

From TS 36.331 Evolved Universal Terrestrial Radio 
Access; Radio Resource Control; Protocol 
Specification (Release 16)



NPRACH scheduling
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NPUSCH scheduling

o The uplink data or control can be transmitted only in the time/frequency
resources not used for NPRACH transmissions.

o The NPUSCH transmissions are scheduled by NPDCCH through DCI format N0 or
N1 depending on the type of NPUSCH content to be transmitted (e.g., data or
control information).

18
0 

KH
z

NPUSCH
12 SC

NPUSCH 6 SC

NPUSCH 3 SC

NPUSCH 1SC
NPUSCH 1 SC
NPUSCH 1 SC

NPUSCH 6 SC

NPRACH



NPUSCH scheduling

o If the UT has uplink data to transmit à the eNB sends a DCI format N0
o If the UT has control information to transmit à the eNB sends the DCI format N1.
o This happens when the eNB sends a NPDSCH message and wants feedback

about the reception of the message by the UT.



NPUSCH scheduling

o NPUSCH scheduling parameters in DCI format N0:
• scheduling delay (IDelay): identify the k! to be applied between the sub-

frame of the transmitted DCI N0 and the start subframe of the upcoming
NPUSCH transmission.

• subcarrier indication (Isc) : identify the index of the sub-carrier used in uplink
transmission.

• resource assignment (IRU ) : number of resource unit
• repetition number (IRep) : number of repetitions.
• modulation and coding scheme (IMCS ) : define the modulation order and

the size of the transmission block.
• redundancy version (rvDCI ): redundancy version used by the rate matching.

It assumes the value 0 or 1.



NPUSCH scheduling

o NPUSCH transmission starts: 
n + 1 + k!

• n = the sub-frame in which NPDCCH transmission stops.
• k! ≥ 8 [ms]

o Total number of slots: 
N = NHIJ - NHK - N6LMN

OP

• N6LMN
OP = number of slots per RU.



Guard time between UL and DL

o NB-IoT has low processing capabilities and low-cost components à the 3GPP
introduced guard times between the uplink and downlink transmissions.

o These guard times ensure sufficient time for the UTs to process any sent/received
message à to switch from TX to RX or RX/TX

NPDCCH 
DCI N0

NPDCCH 
DCI N1 or 

N2

NPDCCH 
order DCI 

N1

NPUSCH 
format1

NPUSCH 
format2

NPDCCH 

NPDCCH 

≥ 𝟖𝒎𝒔 ≥ 𝟑𝒎𝒔

NPDSCH
≥ 𝟒𝒎𝒔 ≥ 𝟏𝟐𝒎𝒔 ≥ 𝟑𝒎𝒔

NPRACH NPDCCH 
≥ 𝟖𝒎𝒔 ≥ 𝟑𝒎𝒔



Early data Transmission

o 3GPP R.15 introduced Early Data Transmission (EDT) for the Control Plane (CP)
and User Plane (UP) Optimizations.

o Differently from the four-step random access procedure, a small data payload
(< 1000 bits) is transmitted in Msg3 instead of waiting for Msg5 and Msg6

o The UT indicates that it is doing EDT by transmitting a NPRACH preamble from the
configured set of EDT preambles



o2.3 NB-IOT VIA NTN
– Impact of the NTN channel:

§ Differential delay on preamble
§ Differential delay on RAO
§ Satellite beam visibility window
§ RTD on timers
§ RTD on data transmission

§ Future trends



Impact of the NTN channel: delay

Round Trip Delay

Differential  Delay

Beam satellite visbility Msg1: preamble

Msg2: RAR

Msg3: RRC connection Request

Msg4: Contention Resolution

RAO

RAR 
window

Contention 
Resolution 
Timer

Uplink data



Preamble – differential delay

o Before initiating the RA procedure, the UTs are not synchronized in time.

o Preambles are misaligned due to the different distance of the UTs from the eNB.

o This time misalignment should not overcome the cyclic prefix (CP) length.

o The relation between the CP length (𝑇$Q) and the NPRACH cell radius is:

𝑅$),,>0 = 𝑐 -
𝑇$Q
2



Preamble – differential delay

o We need to ensure that the maximum differential delay between any two UTs in
the beam does not exceed the delay that can be absorbed by the CP, i.e.:

𝑚𝑎𝑥Δ𝜏 𝜏+, 𝜏R ≤ 𝑇$Q

o The differential delay can be computed from the differential slant range
between the two UTs, which is given by:



Preamble – differential delay

o The differential slant range is upper bounded by 𝑅$),,>0

o For a certain cell with a minimum elevation angle 𝜀&+A, the respective slant
range 𝑑&9B can be calculated.

o From the previous formula, it is possible to compute the minimum allowed slant
range 𝑑&+A, guaranteeing that the differential slant range is within the upper 
bound: 



Preamble – differential delay

o Once the target minimum slant range, 𝑑&+A,: , has been computed, the
maximum beam size in terms of the major semi-axis a can be easily obtained
through geometrical considerations from the Fig:



Preamble – differential delay

GEO LEO 1200 
km

LEO 600 
km

𝜺𝒕 45° 90° 90°



RAO– differential delay

o The large differential delays between the users brings to so called preamble 
ambiguity problem à preambles from near/far users can overlap when received 
by the eNB.

o The network needs to know in which RAO the user transmits the preamble in 
order to estimate the TA.

Time

Time

Time

eNB DL 
timing

Preamble receiving window 1eNB UL 
timing

RAO 2RAO 1

Preamble receiving window 1

Minimum one way 
delay *2 

Minimum one way 
delay *2 

Maximum one way differential delay *2 

Maximum one way differential delay *2 

Overlapping

Necessary changes to support NB-IoT and eMTC over satellite - Ran103e



RAO – differential delay

o The satellite channel characteristic RTT and the bigger beam dimensions, with respect 
to the terrestrial cell case, brings to larger differential delays (𝚫𝛕) among UTs. 

o A proper Cyclic Prefix and Guard Time durations must be chosen in order to cope 
with the differential delay. 

o As we have seen, the Timing Advance (TA) should be large enough to absorb the 
differential delays among UEs. 

o This leads to a loss of Radio Resources with respect to the terrestrial case:

𝛿 = Δ𝜏 + 4 A 𝑇<1 A 𝑁/01

Δ=8"" = C
3.75 A 𝑁"<
180 A

𝛿
𝑇45>

NB-IoT over GEO Satellite: Performance Analysis 



GNSS aided solution

o GNSS aided solution:
• It is based on the capability of the UTs to estimate their location and the position

of the satellite.

• With an ideal estimation, a perfect pre-compensation of the differential Doppler
shift and propagation delay at the user side would be possible.

• Regardless of the cell size, the messages from different UTs will be aligned both in
time and frequency à it is possible to use large beam.



Round trip delay

o We focus on a single link between a UT in the generic b-th beam and the network
entity which terminates the RA protocol.

o Depending on the type of satellite payload, the termination can happen either on-
board or at the system GW.

o For the transparent payload:
𝑅𝑇𝑇 = 2𝜏+ + 2𝜏T#

o For the regenerative payload:
𝑅𝑇𝑇 = 2𝜏+



Satellite beam visibility

o Visibility analysis for LEO satellite at 600 and 1200 km of altitude, considering 3 
different beam sizes configurations each. 

o One beam centered at satellite nadir has been considered. 
o It is important to complete all the access and data transmission procedures within the 

satellite visibility window, due to the fact NB-IoT does not support mobility. 

Sat Altitude Set Name Beam 
Diameter

Sat visibility 
window (10° min 
elevation)

Beam visibility window 
(nadir beam)

600 [km]
Set 2 (TR 36.763) 90 [km] 8.49 [min] 13.4 [s]

Set 3 (TR 36.763) 234[km] 33.86 [s]

Set 4 (TR 36.763) 1700[km] 246.9 [s]

1200 [km] Set 2 (TR 36.763) 190 [km] 14.59 [min] 31.12[s]

Set 3 (TR 36.763) 470[km] 76.98 [s]



NPUSCH transmission – round trip delay

o The total delay of the communication will be extended with the use of the satellite.

o Analysis of procedure duration from the start of the RA Procedure (successful) until 
the transmission of the last payload bit has been conducted

o Collisions are not considered (best case scenario) 



NPUSCH – BLER

Single Tone Transmission Multi Tone Transmission (12 sc)



NPUSCH transmission – round trip delay



NPUSCH transmission – round trip delay



NPUSCH transmission – round trip delay



NPUSCH transmission – round trip delay



Impact of the collisions on the RA: System model

o UT block: a plethora of NB-IoT devices equipped with
omnidirectional antenna, directly connected to the satellite,
and equipped with GNSS receiver.

o Orbit Propagation: a LEO satellite with moving beam
operating in S band.

o Link budget analysis according to 3GPP NTN documentation
and UE characteristics for NB-IoT terminal for NTN.

o Random Access Procedure: definition of the configurable
access parameters, i.e., Random Access Periodicity (𝑇>0" ),
Number of repetitions (𝑁*)Q), Number of preambles (𝑆)

o Collision detection: 𝑆𝐼𝑁𝑅' ≥ 𝛾, 𝛾 = 𝑆𝑁𝑅&(U< (𝐵𝐿𝐸𝑅 = 104V)

UT block

Orbit Propagator

Link budget 
(Static & 
Dynamic)

Random Access 
Procedure

Collision 
detection



Access parameters: Random Access Periodicity

o In the terrestrial network the Periodicity should be larger than: 

𝑇>0" ≥ 𝑇&(UV + 𝑅𝐴𝑅# + 𝐶𝑅𝑇

o The main impairments in the NTN are:

• The large RTD à impact on the RA Periodicity

𝑇>0" ≥ 𝑇&(UV + 𝑅𝐴𝑅# + 41 + 𝐶𝑅𝑇 + 𝑅𝑇𝐷&9B

• Where 41 ms is the second starting time (𝑇(:9*:W) of the 𝑅𝐴𝑅# (𝑇(:9*:V = 4 < 𝑅𝑇𝐷&9B)
• The reduced satellite visibility window (𝑇(;) à impact on the Number of Random 

Access Opportunity (𝑁>0").
𝑁>0" =

X&9
X":;



Access parameters: number of preamble repetitions

𝑇&(UV = 6.4 ⋅ 𝑁*)Q

o where 6.4 [ms] is the duration of one symbol group

o The Number of repetitions ( 𝑁*)Q ) needs to guarantee a preamble detection
probability at least of 99% (𝑃𝑑YY%) at the BS.

o If 𝑁*)Q < 𝑁*)Q(𝑃𝑑YY%) à the miss detection probability increases, worsening the overall
performance of the system in terms of number of re-transmissions.

o If 𝑁*)Q ≥ 𝑁*)Q(𝑃𝑑YY%) a better performance in terms of detection rate is not
guaranteed and the access time increases due to an increased value of length of
the preamble (𝑇&(UV) .



Access parameters: number of preambles

o Defined S as the total available preambles and N as the users attempting the access
in the same RAO, the probability that each device randomly selects one of the
available preamble is 𝑃( = ⁄V [.

o The probability that n users select the same preamble is given by:



Access parameters: Back-Off 1/2 

o The back-off mechanism represents a strategy to reduce the congestion in the RAO,
by distributing the number of contending devices over the time.

o The BO value has a great influence on the performance of the RA:
• a small BO allows devices to re-transmit the preamble after a short period of time,

increasing the collision probability during burst arrivals;
• a huge BO value may increase the access success probability causing high

access time.



Access parameters: Back-Off 2/2

o The collided UTs in an RAO will randomly choose a back-off value in the interval [0, 
BO]. 

o The probability that a collided NB-IoT terminal in the n−th RAO will transmit in the k−th
one is computed as follow:



Collision probability: number of sub-carriers & BO 

o Each of the 𝑁$%,, devices randomly selects one of the available sub-carriers in the   
𝑘 − 𝑡ℎ BO interval with probability (𝑃( - 𝑃/")

o The probability mass function (pmf)obtained by distributing the 𝑁$%,, UTs over the (𝑆 -
/"
X":;

) sub-channels in the 𝑘 − 𝑡ℎ BO interval is:



Simulation parameters 

o Type of traffic: pick/bursty, 
daily uplink report

o User density: [0.1, 1] 
[users/km^2]

o One coverage enhancement 
zone

o 48 available preambles



Numerical results 1/2

o Set 3: 𝛼 = 0.1 [𝑢𝑠𝑒𝑟𝑠/𝑘𝑚W]

Access rate Access delay 



Numerical results 2/2



Lesson learnt 

o Due to the long slant range typical of the NTN, it is not possible to use short periodicity
of 40 ms and 80 ms.

o With longer periodicity, such as 1280ms, the number of RA occasion is drastically
reduced:
• increased the number of collisions
• longer time to gain random access à lower beam visibility window for data

o The utilization of medium-length periodicities, i.e., 160ms and 320ms implies
• a good balance between the resources dedicated to the preambles and the

data
• high number of correctly detected signals.
• low number of preamble repetitions.

o The number of users is considered as a driving factor for choosing the RA parameters
and implies the design of a satellite constellation able to serve all the terminals.



o IoT (NB-IoT) traffic is sporadic
• It does not require 24h/24h channel access

o Non-continuous satellite coverage is the baseline scenario
o Very large number of IoT devices within the LEO coverage 

• High competition to access the service (channel)
• Devices should be served within a relatively short time (2 - 4 min)

o High probability of congestion generated during the signalling phase of the 
NB-IoT message flows
• Risk of deterioration of the protocol/system performance
• Risk of no service availability
• High UE power consumption

An enhanced BO algorithm 



o UTs as smart IoT devices
• Sending RACH preamble depending 

on the network load and scenario
• Priority to UTs with high elevation 

angles

o Two possible scenarios
• “Cold mode”: The satellite is switched-

on due to the presence of a new
serving areas (i.e., no serving area
before) / it serves areas with few UTs

• “Hot mode”: The satellite is already
serving an area but becomes
available for new area(s) or serving an
area with large number of UTs

Proposed approach



o Standard NB-IoT Coverage Enhancement 
levels (CE), defined based on power
thresholds.

o New concept: Coverage Enhancement 
Levels (CL) Space Dimension
• Based on UE location within the 

satellite beam, and UE visibility period
o Each CL receives a different number of 

RACH resources. 
• The UTs  in CL2 do not perform the 

RACH
• UTs in CL1 get most of the RACH 

resources 
• UTs in CL0 gets less RACH resources

o An example of sub-carriers distribution for 
CLs is displayed in the figure. 

Satellite orbit 

Note: With RACH resources we mean number of sub-carriers. 

CL0-to-CL1 CL1-to-CL2

Optimization 1/2



o There is still a probability that UTs
within the same CL (for instance in
CL1), attempt the RACH at the same
time, and their preambles collide.

o If they simply use the standard
Backoff mechanism, there is still a risk
that the collision persists

o Thus, it follows the need of a smart
controlled backoff

o As illustrated in the example
• UT1 should select a smaller BO 

(since it will be soon in CL2)
• UT2 should select a higher BO 

value since it will stay within the 
CL1 area still for some time. 

UT1 UT2 t

CL0 CL1 CL2

UT2

UT1

Satellite orbit 

CL0-to-CL1 CL1-to-CL2

Optimization 2/2



o Time needed to complete NB-IoT data transmissions
o Time depends on std coverage level (CL) – 144 dB, 154 dB and 164 dB

• Higher SNRs means lower time for each NB-IoT step (e.g. DL synchronization)
o Satellite-to-NB-IoT UTs links can be classified as belonging to CL 164 dB

o Ericsson estimate ~8 seconds @ CL164 dB[1]
o Nokia estimate ~11 seconds @ CL164 dB [2]

o CL1-to-CL2 threshold should be 8 -11 seconds

103

[1] Ericsson, ZTE, Alcatel-Lucent, Alcatel-Lucent Shanghai Bell, Nokia, Intel, Samsung, LGE “NB-IoT – Exception report latency evaluation” in R1-156027, 3GPP TSG RAN1 Meeting #82bis
[2] Nokia networks ” Latency Evaluation for Guard-band Operation” in R1-157250, 3GPP TSG-RAN WG1 Meeting #83 

Threshold computation
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o Solution: smart back-off mechanism that allows UTs to adjust their back-off interval
to ensure that each UT can retransmit its data within the time-limited coverage
visibility.

o UTs may get different random back-off intervals, which reduces the collision rate and
ensures that each user can send its data within the coverage time limit.

o Upper Back-off Bound:
• The smart back-off algorithm adjusts the upper limit of the back-off interval

considering the UE visibility time, and transmission time (RACH + data).

Fixed upper limit sent 
by the BS

Transmission time

Visibility timeUpper limit of user n

Smart BO: upper bound



o Optimizing the lower bound interval of the random back-off algorithm can also
improve the network performance.
• If the lower bound interval is too low, multiple UTs may try to transmit their data

simultaneously, resulting in collisions and data loss.
• The lower limit should be set to a value that can prevent excessive collisions while

still allowing sufficient channel access opportunities.

CL
0

CL
1

CL
2

UT2

UT1

Satellite orbit Selected upper limit 

Periodicity time of RA 
opportunities

Parameter to control the number of 
transmission opportunities within the 

selected back-off interval
Lower limit of user n

Smart BO: lower bound



Figure: Proposed Smart Back-off Algorithm.

Smart BO in a nutshell



𝒕𝒗𝒊𝒔 < 𝟏𝟏 𝒔
Random 
Access

All the resources for the RA: 48 
sub-carriers

System model
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o The aim of this analysis is to find the value of density for which the system is
saturated

Numerical results: NO BO and NO threshold



o With the smart BO: controlled number of opportunities and consideration time of visibility
• This allows the users to transmit within their visibility period ( success probability)
• The colliding users are normally distributed in fewer opportunities ( time to conclude the

RA)
• The access rate increases of 10 % with BO index 7 and 16% with BO index 13

o Trade-off between RA success rate and the time to conclude the RA.

Numerical results: Random BO vs Smart BO 
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o 𝛾 is a parameter that can be
optimized to find the good
compromise between the RA
success rate and the time to
conclude the procedure.

Smart BO: impacact of 𝜸



o The smart BO:
• Pros:

§ The visibility time of each user is considered
§ A degree of freedom is provided by deciding the value of 𝛽
§ It is backward compatible with the standard BO algorithm

• Cons:
§ Knowledge of user position

o The smart BO algorithm has been derived in the framework of ONION (Optimization
of NB-IoT MAC procedures for NTN) project funded by ESA through the SatNEx
program.

Lesson learnt 



Future trends

o We have highlighted the main challenges that needs to be addressed to
complete the inclusion of the NTN component into the overall Terrestrial
architecture.

o IoT and NTN can contribute to the realization of Ubiquitous networks to create a
seamless and always-on network.



IoT NTN Rel.18 main features

o Enhancements to the NB-IoT/eMTC radio protocols to 
• optimise mobility procedures
• improve the support of small constellations providing discontinuous service over a 

given area



IoT NTN Rel.19 proposed topics for IoT NTN

Improve service experiences New capabilities 

NTN/TN mobility enhancement 
(signalling overhead optimization)

Regenerative payload = Store and
Forward (i.e., eNB+ ePCnetwork
elements)

Enhanced HARQ disablement (e.g. 
adaptative repetition scheme)

Support of GNSS independent
operation for uplink time and
frequency synchronization in NTN
based access



Current funded projects on NTN 
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